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We present the first calculations of excited-state dynamics using ab initio molecular dynamics with a
multireference perturbation theory description of the electronic structure. The new AIMS-CASPT2 method is
applied to a paradigmatic excited-state intramolecular proton-transfer reaction in methyl salicylate, and the
results are compared with previous ultrafast spectroscopic experiments. Agreement of AIMS-CASPT2 and
experimental results is quantitative. The results demonstrate that the lack of an observed isotope effect in the
reaction is due to multidimensionality of the reaction coordinate, which largely involves heavy-atom bond
alternation instead of proton transfer. Using the dynamics results as a guide, we also characterize relevant
minima on the ground and first singlet excited state using CASPT2 electronic structure theory. We further
locate an §S, minimal energy conical intersection, whose presence explains experimental observations of a
sharp decrease in fluorescence quantum yield at excitation energies more than 13@@ave the excited-

state origin.

Introduction breakthrough sets the stage for AIMD calculations on excited
electronic states with full account of both static and dynamic
electron correlation. In this Article, we report on the first such

calculations, using excited-state intramolecular proton transfer
(ESIPT) in methyl salicylate (MS) as an example. The results
are compared directly to ultrafast spectroscopic experiments,

Ab initio molecular dynamics (AIMD) methods have proven
to be an exceptionally powerful tool in chemical simulation,
especially for reactions involving electronically excited sthtes
where it is difficult to devise sufficiently flexible empirical force
fields. AIMD methods allow arbitrary bond rearrangement ©. o
because they solve the electronic Schinger equation at each with qganﬂtaﬂve agreement. . )
time step in order to determine the forces acting on the atoms. EXcited-state proton transfer is the fundamental basis of
However, this also implies that AIMD methods are computa- Photoacidity and is a key step in photoactive proteins such as
tionally challenging. Consequently, AIMD methods for elec- 9reen fluorescent protefih'? (GFP). The intramolecular case
tronically excited states have often usetthe complete active ~ Provides an important testing ground for understanding this
space self-consistent field (CASSCF) metRathich provides process, as diffusion control nee_d not be c_onS|dered. A number
flexibility sufficient to describe bond rearrangement and multiple Of €xperiments have probed excited-state intramolecular proton
electronic states (often referred to as “static” electron correlation) transfer (ESIPT) in gas phad¥;'® cluster}” and condensed
but is ill-suited for detailed description of dynamic electron Phasé® environments. As shown by previous theoretical
correlation effects. Dynamic electron correlation is well-known studiesi®?! the ESIPT process is, in many cases, better
to play a key role in quantitative measures relevant to chemical described as strongly coupled electron and proton transfer, that
reactions such as barrier heights and vertical excitation energies!S: H atom transfer. The time scale for ESIPT makes it one of
We have previously reported ab initio dynamics using the the fastest chemical reactions known, with experimental esti-

equation of motion coupled cluster (EOM-CCSD) approach, mates of the H atom transfer time being as fast as 50 fs.
which is a partial solution to the problem. However, EOM- Curiously, H/D isotopic substitution of the transferring H atom
CCSD can only work well when the underlying CCSD method has little effect on the transfer time. It has been suggested on
provides a good description of the ground electronic state. This the basis of static calculations of potential energy surfaces
can cause problems when bonds are being broken or formed(PESS) that this insensitivity to isotopic substitution comes about
and the ground electronic state has significant multireference P&cause the reaction coordinate is strongly multidimensigial.
character. Multireference perturbation theory approaches, such Previous experimental work on MS (see Scheme 1) has
as CASPTZ, provide a cost-effective means of including focused on three features: dual fluorescence, proton transfer,
dynamic correlation effects while simultaneously describing @nd the excess energy dependence of the fluorescence decay
bond rearrangement. The accuracy of these methods, as judge#gte. The first of these, observation of fluorescence bands at
by comparison of computed excitation energies and measuredP0th 330 and 440 nm, appears largely to have been resolved
absorption spectra, is often better than 0.5°@he absence of ~ ©n the basis of two distinct ground-state rotamers (only one of
analytic energy gradients has prevented the use of CASPT2 inwhich undergoes ESIPT, leading to a large Stokes shift and
AIMD methods. However, the methodology for analytic gra- thus the redder of the two fluorescence bands). Time-resolved

dients has recently been developed and impleméft@tiis experiment®® predicted an upper bound of 60 fs for ESIPT and
found no evidence of an isotope effect. The fluorescence decay
T Part of the “Thom H. Dunning, Jr., Festschrift”. rate showed little dependence on excitation energy up to an
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SCHEME 1 (MRSDCI) methods. Thus, one must be careful to treat the static
and dynamic correlation in a balanced way, and it turns out
0 that small active spaces lead to excited-state PESs in better
H,C Cr, Cy hv agreement with higher levels of theory such as CASPT2 and
Cs > ~, A MRSDCI. We have verified that these conclusions apply equally
| to MS. The barrier to proton transfer on the brighteXcited
Cs state is calculated to be 0.08 eV using SA-2-CAS(2/2) and
increases to 0.17 eV when the active space is enlarged to SA-
enol keto 2-CAS(8/8). In both cases, the 6-31G* basis set is used and the
transition states are optimized and characterized as having a
excess of 1300 cnt, at which point a rapid rise suggested single imaginary frequency. In contrast, there is no barrier when
access to a very efficient relaxation chanffgResults shown perturbative corrections are applied to either of the active spaces,
below further elucidate the details of particle transfer in MS, in that is, SA-2-CAS(2/2)-PT2 and SA-2-CAS(8/8)-PT2.
addition to offering evidence favoring one possible mechanism The molecular orbitals are determined to minimize the
for radiationless decay. (equally weighted) average energy of the lowest two singlet
The traditional description of ESIPT assigned a central role states, that is, SA-2-CAS(2,2). Dynamic electron correlation
to the donor-hydrogen stretch. Attention thus was largely effects are included by correcting this CASSCF electronic wave
restricted to a one-dimensional reaction coordinate, highlighting function with second-order multireference perturbation theory
its barrier height and tunneling correcti&hAs experimental (CASPT2). For all of the dynamics calculations, the zeroth-
time resolution increased, it was observed that recovery ratesorder Hamiltonian in the perturbation theory is the Fock operator
(usually of product fluorescence) tracked laser cross correlationscorresponding to the density matrix of theebectronic state in
at the pico®® and then the femtosecolidime scale. Thus, it the underlying CASSCF calculation. In subsequent calculations
became clear that ESIPT could be effectively barrierless evenof important points on the potential energy surface elucidated
for isolated molecules at low temperature. In parallel with by the AIMS dynamics, we use the Fock operator corresponding
increasingly accurate experiments, it was reaf%édthat to the state-averaged CASSCF density matrix as the zeroth-
electronic structure methods which do not include dynamic order Hamiltonian. The electronic wave function is represented
electron correlation erroneously predict large proton-transfer using the 6-31G* basis séi.
barriers on the brighttz* state. When resonance Raman The nuclear wave function in AIMS for electronic state |
experiments found no enhancement of the deiydrogen (projected onto position statéq is represented as a sum Igf
stretch in o-hydroxyacetophenori§, attention turned to the  Gaussiang; having complex time-dependent coefficiegtand
promoting role of spectator modes. Transient absorption parametrized by mean positions Romenta Pfixed widths
studied®27-29 since have sharpened the focus specifically onto o, and phase
low-frequency (backbone) vibrations. The present results lend
additional clarity and confirmation to this evolving picture of X |I0= W{, (R, t) =

s
particle exchange regulated (or “gated”) by global molecular A Ni()

t. = = .
rearrangemen Z Cj(t)xj(R,t,RJ-,P,-.(X,V,-)%(I)(r,Rj) 1)
Methods ]

where R and r denote nuclear and electronic coordinates,
respectively. The potential on whid) andP; evolve according
to Hamilton’s equations is found by solving the electronic

In the present work, we carry out ab initio multiple spawning
(AIMS) dynamics simulations of methyl salicylate (MS), a

paradigmatic ESIPT molecule. The AIMS method solves the Schri : h - il .

electronic and nuclear Schdimger equations simultaneously chralinger equation at the pomtg.'ln most implementations

. : . apo a1 *of AIMS, the limit N, on the sum in eq 1 will vary as new

including all molecular degrees of freedom explicit§f:31 The . ' ; .
basis functions are created on electronic state I, but nuclear basis

nuclear wave function is described using a time-dependent basis - ) . . A
- ; - sets in the present work are of fixed size because nonadiabatic
set of complex frozen Gaussidhswhich follow classical

traiectories. In the oresent problem. the reaction takes Iaceeffects are unimportant on the time scales we investigate here.
) ) P P ’ P Each of these multidimensional “trajectory basis functions”

entirely on the excited-state .PES’ and surfac_e-cros_smg effects(TBFs) is associated with a single adiabatic electronic state and
are not important on the time scales we investigate. The

. B~ S ) . is given as a product of one-dimensional Cartesian Gaussian
electronic Schidinger equation is solved simultaneously with . L .
4 . . functions with time-independent widths
the nuclear dynamics to obtain the PESs. In this work, we use

the CASPT2 method, as implement&& in MolPro2® to aN
describe the electronic structure. v = 7t [ @ %R~ R +iPo(R, — R) )
The AIMS method has been discussed in the literature, and ! ,!:l

the interested reader is referred there for methodological

details3! In the present work, the zeroth-order electronic wherep labels the individual Cartesian coordinates of the nuclei.
structure problem for the ground and excited states is solved The coefficientsc; are propagated with the time-dependent
using a complete active space self-consistent field (CASSCF) Schralinger equation, while the basis function parameters
method with two electrons in two orbitals. We have previously andP evolve classically and the phase semiclassically (as the
discussed the challenges of describing ESIPT using CASSCFtime integral of the Lagrangian). The widths are chosen as
for the paradigmatic case of malonaldehydgriefly, increasing discussed previoush}, and the specific values used here are
the size of the active space increases the proton-transfer barrieB0 and 6 bohr? for C/O and H atoms, respectively. Initial
on the exited state. This barrier is subsequently decreased (anatonditions for the phase space centers of the TBFs are chosen
even completely erased) when dynamic correlation effects areby random sampling from the Wigner distributidicorrespond-
included using either perturbative (CASPT2) or variational ing to the ground vibrational state oy $ the harmonic



11304 J. Phys. Chem. A, Vol. 111, No. 44, 2007 Coe et al.

1.0

0.0 | Lumo
-0.5 1 o¢s
-1.0 | Homo

0 20 40 60 80 100

Time / fs

Figure 1. Evolution of the AIMS nuclear density along the hydrogen-transfer coordinate Ron. Representative molecular geometries at different

points in the dynamics are also shown, along with the natural orbitals of the state-averaged density matrix defining the active space (labeled as
HOMO and LUMO according to their occupancy og).SThe S electronic wave function is dominantly represented as having a single electron in

each of the HOMO and LUMO orbitals (see Table 1).

approximation. The §ninimum geometry and frequencies used Thus, it is convenient to avoid transforming the wave function
to generate the Wigner distribution are obtained using B3LYP and instead evaluate the required integrals directly by Monte
density functional theory with a 6-31G* basis $&The Wigner- Carlo.

sampled initial TBFs are then associated with the bright excited Consider, for simplicity, a single internal coordinate. The
electronic state, Sn MS. This approximates the nuclear wave reduced density as a function of this coordinate is the desired
function found on the excited electronic state after an ultrashort quantity. This reduced density can be expressed as the following
laser pulse near resonance with the-SS; electronic transition integral

in low-temperature, isolated conditions. Five independent trajec-

tory basis functions (for each of the two isotopes of MS) are dea(f(R) — y()w*(R)w(R)
used in the present simulations, and the results shown are p(X)dx = "
averages over these five trajectories. f dRy (R)y(R)

It will prove convenient to visualize reduced AIMS wave

function probability densities along various coordinates impor- The wave functions are expressed in the Cartesian coordinate
tant to ESIPT. One generally runs a number of AIMS simula- SYStemR, while the desired dens'ity is exp'ressed inan grbitrary
tions (“runs”) corresponding to different initial conditions, and coordinate systemg. The functionf(R) is the coordinate

the results are incoherently averaged oveNggseparate runs. ~ transformation function, returning the value of theoordinate,
Distinguishing wave function ingredients for different runs by 9iven the values of thR coordinates. The presence of the delta
parenthesized superscripts and specifying to the particular casdunction in the numerator then ensures that integration is
where all TBFs are associated with the same electronic state Performed over the remaining spatial coordinates. Since the

the expectation value of an operatmt timet is computed as ~ AIMS wave function is always normalized, the denominator
will be ignored in what follows. As a numerical convenience,

1 Nem NO the delta function in the numerator is replaced by a series of

= O pyy* D Dy 1A D window functions with constant width, that is, “boxes” in a
o Nairm ; jgl(C] ) 6 OO0k O () histogram. Specifically, the window functions are

wy)=1ify_;<y<vy;

where the wave function in each run is normalized. The positions .
=0 otherwise (5)

and momenta are generally written in Cartesian coordinates,
but it is more instructive to plot the probability density
corresponding to the AIMS wave function in internal coordi-
nates. Although direct transformation of the wave function into
internal coordinates is possible in principle, the Gaussian form
of the basis functions generally is not preserved when one
transforms to internal coordinates. The integrals which result L o
often have no analytic form and require numerical quadrature. pi(R)AX = f dRw(f(R) — %)y (R)y(R) (6)

wherey; andyngox are the smallest and largest values of the
internal coordinate (which should be small/large enough to
ensure that the wave function is always zero outside of the
chosen range). With these clarifications, we can write
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whereAX is the box width. The required integrals are computed TABLE 1: Configuration Interaction Coefficients for a

simultaneously using the same Monte Carlo sampling SA-2-CAS(2/2)/6-31G* Wave Function at Three Points along
a Representative Trajectory Shown in Figure %
_ ~ 1 NMCSampIes . . | 20> | 11> | 02>
pAR="——— 5 w(iR) ~ Ry R®R) () or
MCSamples J= S 0.971 —0.234 0.000
. . . . S —0.234 0.972 0.000
Uniform sampling of theR coordinates yields a very slowly 60 1
convergent procedure. Thus, we importance sample the density S _ B
- A . . S 0.975 0.212 0.068
with the following importance sampling function S 0.211 0.976 —0.015
Nt Npt 100 fs
— 2 2 _ 2 0.913 —0.407 0.000
pimp(R) - z |Ci| |X|(R)| - Z n; |X|(R)| (8) 22 —0.407 0.914 0.000
I I

) ] ) ] ) ) a Configurations are spin-adapted with the orbital occupancy given
wheren; is the population for théth trajectory basis function.  in the top row as¢romopLumol] Thus, the second column gives Cl
Since the trajectory basis functions are normalized coefficients for configurations having a doubly occupied HOMO and

an empty LUMO.
[ omgRAR =Y 1, (©) .
I .|

It should be clear that the density corresponding to each TBF
is positive definite. As long as the; are all positive, the
importance sampling function is therefore positive definite. We
first choose one of the TBFs according to the distribution
specified byn;. Then, a point is chosen from thih trajectory

by sampling each of the Cartesian coordinates from the
appropriate Gaussian distribution. Finally, we compute the value

3.5

3.0

Energy / eV

25

of the internal coordinat&, increment the number of samples, 2.0
and add the computed density to the box contairkngn
mathematical terms 4.0
pi(RAX = 35
1 s (FR) — Ry (R)y(R) )
230
NMCSampIes = pimp(Rj) §
w

whereR; is sampled fronpimp(R).

Results and Discussion

In agreement with experimental results, the AIMS dynamics
simulations predict ultrafast ESIPT upon electronic excitation

. . -
to the lowestzz* state (S) in MS. In Figure 1, we plot the Figure 2. Time- and energy-resolved fluorescence spectra for MS-h

time e_volution of _th_e reduce_d AIMS n_uclear density along the (top) and MS-d (bottom). Evolution of the Stokes shift is clearly visible
coordinate describing the difference in bond lengths between 4t <35 (protonated) and-50 fs (deuterated). Note that the cubic

the transferring H atom and ;O(Ran) and between the  dependence on emission frequency has been suppressed to enhance
transferring H atom and O(Rpn). We are using the atom  detail in the low-energy region, as discussed in the text.

numbering given in Scheme 1, and we refer tpadd Q as

the “acceptor” and “donor” O atoms in what follows. The for two isotopomers of MS, fully protonated (MS-h) and with
change from positive to negative values in Figure 1 correspondsthe transferring hydrogen atom replaced by deuterium (MS-d).
to transfer of the H atom from donor to acceptor. H atom transfer As shown below, the transfer time is negligibly effected by this

is complete within~40 fs. In addition to the AIMS nuclear  isotopic substitution.

density, Figure 1 presents snapshots of the two active space ES|PT generally is accompanied by a large Stokes shift
(state-averaged) orbitals at different points in the simulation. separating absorption and emission maxima. We have used the
The dominant configuration representing froughout the  A|MS data to generate a fully time- and energy-resolved
course of the simulation is a single excitation from HOMO t0 |, orescence spectrum, shown in Figures 2a (MS-h, top) and
LUMO, as reflected by the CI coefficients given in Table 1. | (MS-d, bottom). For each trajectory basis function, the
Electron density in the LQMO orbital is concentrated, in part, fyorescence intensity as a function of emission energy gap
along the bond connecting benzene and methoxy groups, asg at timet was taken to be proportional to the square of the

portent of the ensuing bond alternation favorable to tautomer- gs, transition dipole moment at the center of the TBF
ization. The HOMO and LUMO orbitals contain little contribu-

tion from the transferring hydrogen atom. Therefore, from an N,

electronic perspective, the transferring hydrogen is a spectator * = 2 B =

in the reaction. This is the fundamental reason for the lack of I(AED O _Zlci (OGOlusys (RIOIO(AE Vs (Ri(D) +

an observed isotope effect when the transferring hydrogen atom B Ve (Rt 11
is replaced by deuterium. We have carried out AIMS simulations So( () (1)

20 40 60 80 100
Time [ fs
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convoluted in time to account for the finite temporal duration
of the pump and probe pulses. The data shown in Figure 3 result
from time convolution of the fluorescence intensity at 2.3 eV
in the time-energy fluorescence plot shown in Figure 2. The
fwhm of the Gaussian used for the time convolution is 140 fs,
corresponding to the experimentally measured cross correlation
of the pump and probe puls€s.The resulting curve is
insensitive to the degree of energy broadening in Figure 2, apart
from a possible (small) shift in the maximum of the emission
spectrum. Agreement between the fluorescence intensity pre-
dicted by AIMS (solid lines) and measured valtfeglashed
lines) is quantitative without the use of any adjustable param-
eters. Both the AIMS simulations and the experiments show
an insignificant isotope effect, as seen by comparison of the
fluorescence signal in the case where the transferring H atom
is a proton (red lines) or a deuteron (green lines). Interestingly,
the experimental traces shown in Figure 3 have superimposed
oscillations with a periodicity of 2042 fs. These may be related

: - : : to the oscillations (periodicity of 2025 fs) observed in Figure
-150 -100 -50 0 50 100 150 2 (before time convolution).
Ti /f As expected from the structures shown for enol and keto

HEneL 1% forms in Scheme 1, we find bond alternation to also be an

Figure 3. Experimental (dott_ed lines) and predicted (solid Iines) time- important coordinate in the early time dynamics. In order to
resolved fluorescence transients for MS, where the transfemng_atomfurther clarify its promoting role, we have computed a two-
is H (red) or D (green). Experimental results are from ref 13. The inset . . . .
(lower right) shows the experimental (italics) and CASPT2 absorption dimensional representation of the PES for ESIPT in MS, shown
and emission energies in electronvolts. in Figure 4. The axes correspond to thgRRpy coordinate
describing H atom transfer and a bond alternation coordinate

dominated by the €0 bond distances but also including

The cubic de_pendence on emission f_requency, representing theadditional contributions from other backbone bond lengths. The
photon density of states, is omitted in order to emphasize the black line in Figure 4 shows where the/S; energy gap falls

T e o oo s ey 0 2 repesents an approHimae chcing strface fo
all simulations fort)all iven isotoyomer We {:alculagt,edg the the time-resolved fluorescence experiment. The white arrow
fluorescence intensit %t 1fs intefvals énd the resulting data gives a schematic depiction of the reaction dynamics, showing
nsity - . - 9 that more than half of the reaction pathway is dominated by
were convoluted in energy with a Gaussian having a full-width o . .
heavy-atom motion in the form of bond alternation. This

at half-maximum (fwhm) of 0.5 eV. The extent of energy d . L
L . ?__explains the observed insensitivity of fluorescence measurements
broadening is meant to partially compensate for the small size " : .
to isotope labeling of the transferring H atom.

of our nuclear basis sets and does not reflect purely physical ’ .

limitations on a comparable laboratory measurement. The most " order to confirm that the pathway predicted by the PES
suitable experimental counterpart to Figure 2 (after appropriate SNOWn in Figure 4 was actually relevant to dynamical evolution,
accounting for the photon density of states) is two-dimensional W& generat_ed_ two-dimensional re_duced representations of the
fluorescence upconversihwhich (to our knowledge) has yet AIMS density in the manner descrlb_gd above. Snaps_hots of Fhe
to be reported for methyl salicylate. Development of the Stokes AIMS wavepacket-reduced probability density are pictured in
shift is clearly evident during the 3640 fs (MS-h) and 4555 Figure 5 |n_12 fs |ntervals_from 0 to 48 fs. To _S|mpllfy the

fs (MS-d) intervals. Superimposed upon the Stokes shift are Fepresentation of the density, the bond alternation coordinate
oscillations whose frequencies vary slightly for the different Was chosen to be the bond length betweeraii the acceptor
isotopomers. Casual examination of these variations would ©Xygen atom (@). The net change in this bond length upon
assign periods of roughly 20 and 25 fs, respectively, to the Moving from enol to keto was thce_that of_any other bonc_i and
deuterated and protonated forms, suggesting excitation in a moddive times that of most; therefore, it was judged to provide a
mildly effected by isotopic exchange but strongly coupled to reasonaple gpproxmatlon to the fL!|| bonq rearrangement. along
electronic excitation and particle transfer. The observed periodsthe axis in Figure 4. Because we did not include all coordinates
of 20-25 fs correspond to a frequency rangexdf300-1700 here, there was an fapparent proton-transfer barrier for all values
cm L, and inspection of the CASPT2 normal modes calculated of the bond alternation. However, the L-shaped form of the PES
at the $ minimum indicates several vibrations in this frequency Was largely retained. The AIMS densities clearly evolved along
range with substantial €O stretching and bond alternation the approximate bond alternation axis before passing through
components, which will be seen to be important below. the narrow valley to the keto product.

Previous experiments measured the progress of the reaction Using the dynamics results as a starting point, we have further
by monitoring the time-resolved fluorescence at the wavelength characterized the relevant stationary points and verified the
of the emission maximum. The emission maximum as computed resulting picture using CASPT2 wave functions with larger
with the SA-2-CAS(2/2)-PT2 electronic structure method used active spaces. Minimization from the FrareRondon region
in our AIMS simulations falls at~2.3 eV (the experimental on § led to an excited-state local minimum representing a
value is 2.82 eV). Predicted values (from CASPT2) for “looser” enol form. This geometry is shown along with thg S
absorption and emission maxima are shown in the inset of Figureminimum in Figure 6. Frequency analysis at the CASPT2 level
3. Monitoring the fluorescence intensity at the emission revealed this enol form to be a true minimum opn $he
maximum gives the fluorescence transient, which must then be benzenoid character of the ring at then8nimum was destroyed

Fluorescence Intensity
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Figure 4. Two-dimensional representation of the CAS(2/2)-PT2 reaction surface for ESIPT in MS. The most important coordinates in the dynamics
are bond alternation and hydrogen transfer. Immediately after excitation (Fr@ucidon point is denoted with a black x), the barrier to H atom
transfer is large, but after relaxation along the bond alternation coordinate, this transfer becomes barrierless. Thus, the bond altesiation “gate
atom transfer. No isotope effect is observed because most of the reaction coordinate involves skeletal rearrangement in the form of bond alternation
The dark black line denotes the reaction-dividing surface as measured by fluorescence, chosen to coincideoi@itleaerd/ gap of 2.6 eV.

C7-O4 / Angstrom

Figure 6. Selected bond lengths (angstroms) and angles (degrees) of
the enol minimum for methyl salicylate ory 8nd S (in parentheses).
Both § and S minima are determined with SA-2-CAS(2/2)-PT2/6-
31G*.

AH-DH / Angstrom

Figure 5. Two-dimensional reduced representation of the AIMS 9ap of roughly 3 eV, in good agreement with the energy gap at
wavepacket probability density evolving on the CASPT28tential the S local enol minimum (3.03 eV). The wavepacket thus
surface. The hydrogen-transfer coordinateakis) is plotted against paused on this energy “shelf” before continuing its descent along
bond alternation, here represented by the one bond showing the largesthe reaction path to the global 8eto minimum. The decrease

change 0.1 A) in movement from enol to keto. The “gating” effect in energy gap upon moving to the enal @inimum from the

of changes in backbone bond lengths is evidenced by the wavepacket’ : . .
being funneled through the valley connecting the reactant and produc:t.s':C region (0.33 eV) maiches well with the experimentally

Potential energy surface contour values are given in electronvolts (the "ePOrted shift between vertical and adiabatic excitation energies
zero of energy is taken to be the 8nergy at the FranekCondon (0.33 eV)0 This point is discussed further below.

point), and wave function contours represent 8:8®5% density We also found a second; $ninimum which lies a further
values. 0.2 eV below the enol minimum. This globa] Binimum is a

keto configuration whose bond alternation pattern strongly
in this enol § minimum by significant extension of the;€C, resembles a proton-transfer transition state in its near-symmetry.

and G—Cs bonds, and the bond alternation pattern of the chelate The geometry of this global;Sninimum is shown in Figure 7.
moiety was clearly in the process of reversal. This minimum Here, the molecular backbone is no longer planar, wit;0O.H

was briefly accessed in the dynamics, as seen in Figure 2, whereand GC,C;O, dihedral angles respectively twisted°isto and

the development of the Stokes shift lingered briefid( out of the plane. The predicted energy gap at this keto geometry
vibrational period for MS-hz2 periods for MS-d) at an55, is smaller than expected, 2.03 eV compared to the experimental
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S keto minimum by 0.2 eV. This might be expected to be more
representative of the observed fluorescence maximum since the
transition dipole moment will be larger for planar geometries.
Enlargement of the active space to include eight electrons in
eight orbitals, that is, SA-2-CAS(8/8)-MSPT2, further increases
the gap by a similar amount.

Finally, we have searched for af§ minimal energy conical
intersection (MECI) in order to rationalize the experimental
observation that the fluorescence quantum yield decreases
dramatically with increasing excitation energ??23We located
this intersection using the multistate CASPT2 metfods
Figlfre 7. *éey geor;metfrict:hparanlﬁtﬁrs (?Or}dtlenlgetthos Lq_?_“r:‘]lsazorgﬁ aS”d implemented in MolCa4? and a new algorithm we developféd
angies in degrees) of the methy’ salicylate inimu for MECI optimization, which does not require nonadiabatic

*
determined with SA-2-CAS(2/2)-PT2/6-31G". coupling vectors (which are not yet implemented for CASPT2).
The resulting geometry is shown in Figure 8. The primary
distortion leading from the $keto minimum to the §S, MECI
is torsion about the £-C; bond, which opens the chelate ring
and leads to a loss of all H-bonding character. The importance
of this twisting coordinate has been noted previobtslfor
malonaldehyde, the paradigmatic ESIPT molecule corresponding
‘ to the chelate ring of MS. Interestingly, the resulting MECI is
a three-state intersection for malonaldehyde, where the lowest-
lying bright excited state is;SIn MS, the bright excited state
is S;; therefore, it is not surprising that this MECI is a
conventional two-state intersection here. This MECI lies 0.48

eV above the keto;3ninimum, but we note that an intervening
Figure 8. Selected geometric parameters (bond lengths in angstroms payrier is possible.

d lesind f thyl salicyl MECI as determined . . I .
f;; Sirlg_?A&;gﬁﬁ?ﬁ;g%léfa icylatiss as determine A detailed energy level diagram depicting all of the important

stationary points is provided in Figure 9. Energy differences
fluorescence maximum of 2.82 eV. This implies that the SA- are shown using both the SA-2-CAS(2/2)-PT2 method used to
2-CAS(2/2)-PT2 value for the Stokes shift is too large, assuming determine the optimized geometries (normal text) and also
vertical absorption and emission transitions. As can be seen inCASPT2 with an enlarged active space, SA-2-CAS(8/8)-PT2
Figure 2, the predicted fluorescence maximum from the AIMS (italic text). The basic picture is not modified significantly by
dynamics occurs at higher energy than that predicted by this the enlargement of the active space. Both active spaces generate
static calculation. This is because there is insufficient time for vertical excitation energies in close proximity to the experi-
complete vibrational relaxation in the first 100 fs investigated mental absorption maximum, correct to within roughly 0.2 eV
here. Adjusting the &2;0.H and GC,C;O, dihedral angles to (experimental values are given in bold). However, as noted
make the molecule planar increases th&Senergy gap at this  above, the larger active space increases & 8nergy gap at

FC S, enol S, keto §,/S, MECI
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Figure 9. Energy level diagram of important geometries in methyl salicylate. Geometries are optimized with SA-2-CAS(2/2)-PT2/6-31G* for
minima and with SA-2-CAS(2/2)-MSPT2/6-31G* for the/S; MECI. Energy differences (in electronvolts) are shown as calculated with SA-2-
CAS(2/2)-PT2 (normal text) and SA-2-CAS(8/8)-PT2 (bold text). These are compared to experimental values (italic text), where available. The
square norm of the &5, transition dipole moment (in Debg)eis shown in blue text in parentheses for the minima.
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the § keto minimum such that it is in closer accord with the In conclusion, we have simulated ESIPT in MS using first-

experimentally observed fluorescence maximum. Thus, it is principles quantum dynamics accounting for both static and

likely that a combination of incomplete vibrational relaxation, dynamic electron correlation. The lack of an isotope effect in

enhanced fluorescence from planar geometries, and the nee®ESIPT for MS is due to the dominance of a skeletal coordinate

for a larger active space are all important in reconciling the in the reaction. Quantitative agreement with femtosecond

theoretical prediction and experimental observation of the Stokesexperiments demonstrates the accuracy of the AIMS-CASPT2

shift. method. Development of analytic gradients and nonadiabatic
We wish to make two connections between CASPT?2 energet- coupling matrix elements within the multistate formulafibn

ics and that derived from experiment. The first is identification of CASPT2 is forthcoming. This will be a critical step toward

of the 0-0 transition reported in the literature with excitation modeling nonadiabatic transitions with AIMS-CASPT2.

to the local (enol) § minimum, not the global (keto) ;S
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the more favorable FranelCondon factor connecting the two ) ] ) ] )

enol geometries. We can also identify access to the twisted Supporting Information Available: Cartesian coordinates

MECI as the relaxation channel responsible for the sudden falloff Of geometries discussed in the text. This material is available

in fluorescence yield. Given excitation to the local enol free of charge via the Internet at http://pubs.acs.org.
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